Abstract—We propose an innovative parametric macromodeling technique for lossy and dispersive multiconductor transmission lines (MTLs) that can be used for interconnect modeling. It is based on a recently developed method for the analysis of lossy and dispersive MTLs extended by using the multivariate orthonormal vector fitting (MOVF) technique to build parametric macromodels in a rational form. They take into account design parameters, such as geometrical layout or substrate features, in addition to frequency. The presented technique is suited to generate state-space models and synthesize equivalent circuits, which can be easily embedded into conventional SPICE-like solvers. Parametric macromodels allow to perform design space exploration, design optimization, and sensitivity analysis efficiently. Numerical examples validate the proposed approach in both frequency and time domain.
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I. INTRODUCTION

The increasing demand for performance of integrated circuits (ICs) pushes operation to higher signal bandwidths, while rapid advances in manufacturing capabilities have significantly reduced the feature size and density of these devices. In order to assist microwave designers, accurate modeling of previously neglected second order effects, such as crosstalk, reflection, delay, and coupling, becomes increasingly important during circuit and system simulations. The accurate prediction of these interconnects effects is fundamental for a successful design and involves the solution of large systems of equations which are often prohibitively CPU expensive to solve [1], [2]. Various levels of design hierarchy, such as on-chip, packaging, and printed circuit boards, require an accurate and efficient macromodeling of interconnects effects. Over the years, many macromodelling techniques have been developed [3]–[26].

More recently, a spectral approach has been presented for the analysis of lossy and dispersive multiconductor transmission lines [27]. It is based on the computation of the closed-form dyadic Green’s function of the 1-D wave propagation problem. The propagation of voltage along a multiconductor transmission line is described by a second order differential equations which is found to be a self-adjoint problem [28]. As a consequence, the corresponding Green’s function can be expanded in a series form of orthonormal basis functions which is well suited for poles and residues identification and, thus, for time-domain macromodeling purposes. The major advantage of such an approach over existing techniques consists of the rational nature of the dyadic Green’s function which is appropriate for time-domain macromodeling. Furthermore, the use of orthonormal basis functions to expand the solution allows to compute the poles and residues of the system independently for each mode, and this reduce the complexity of the system identification significantly.

Parametric macromodels are important for design space exploration, design optimization, and sensitivity analysis. For example, once the fabrication technology is decided, an optimization step is required at the early design stages to select the geometrical and material features of the structure, such as length, height, and width of conductors, dielectric permittivity and metal conductivity, yielding the optimum electrical performance, often under stringent signal integrity and electromagnetic compatibility constraints. To make efficient and feasible these design activities, parametric macromodeling techniques that take into account design parameters in addition to frequency (or time) are needed. Their realization by using full electromagnetic simulations on the entire parameter space is often computationally expensive. Some techniques for parametric macromodeling of MTLs were proposed in the framework of model order reduction [29]–[31]. Recently, another parametrization scheme based on the generalized method of characteristics (MoC) was presented in [31]. We developed a new parametric macromodeling technique, presented in this paper, with the aim of realizing the previously cited design activities efficiently, reducing the computational resources required by extensive electromagnetic simulations. It is based on the spectral approach presented in [27] for lossy and dispersive MTLs, coupled with the multivariate orthonormal vector fitting (MOVF) technique [32] to handle other design parameters in addition to frequency. MOVF permits to build rational parametric macromodels starting from multivariate data samples in the parameter space and combines the use of an iterative least squares estimator and orthonormal rational functions, which are based on a prescribed set of poles. Based on a fixed set of
design parameters, the multivariate model can easily be reduced to a univariate frequency-dependent model in a rational form, that is suitable to generate a finite state-space representation and an equivalent SPICE circuit by using standard realization [33] and circuit synthesis techniques [34].

This paper is structured as follows. First, an overview of the spectral approach for MTLs and MOVF technique is given in Sections II and III. Then, Section IV explains how both the methods are coupled to build a parametric representation of a MTL system, presenting different possible flavors. Finally, some numerical examples are presented in Sections V, validating the proposed technique.

II. SPECTRAL MODELING OF MULTICONDUCTOR TRANSMISSION LINES

Multiconductor transmission lines are described by the following set of partial differential equations, known as Telegrapher’s equations, which, at the generic abscissa $z$, in the Laplace domain, read [35]

$$\frac{d}{dz} V(z, s) = -[R_{\text{pul}}(s) + sL_{\text{pul}}(s)]I(z, s) - Z_{\text{pul}}(s)I_S(z, s)$$

$$\frac{d}{dz} I(z, s) = -[C_{\text{pul}}(s) + sC_{\text{pul}}(s)]V(z, s) + I_S(z, s)$$

(1a)

$$= -Y_{\text{pul}}(s)V(z, s) + I_S(z, s).$$

(1b)

where $R_{\text{pul}}(s)$, $L_{\text{pul}}(s)$, $C_{\text{pul}}(s)$, and $C_{\text{pul}}(s)$ are frequency-dependent per-unit-length parameter matrices and are nonnegative definite symmetric matrices of order $N$, $N + 1$ being the number of the conductors [35], [36]; $I_S(z, s)$ represents a per-unit-length current source located at abscissa $z$, which, since we assume that currents that are injected into the system only at abscissas $z = 0, z = \ell$, is given by

$$I_S(z, s) = I_0(s)\delta(z) + I_\ell(s)\delta(z - \ell).$$

(2)

Vectors $V(z, s)$ and $I(z, s)$ represent the voltage and current vectors depending on Laplace variable $s$ and position $z$ along the line.

Some trivial manipulations of (1) leads to

$$\frac{d^2}{dz^2} V(z, s) - \gamma^2(s) V(z, s) = -Z_{\text{pul}}(s)I_S(z, s)$$

where $\gamma^2(s) = Z_{\text{pul}}(s)Y_{\text{pul}}(s)$. Since the port currents are treated as per-unit-length sources, homogeneous boundary conditions of the Neumann type can be adopted for the voltage satisfying (3)

$$\frac{d}{dz} V(z, s)|_{z=0} = \frac{d}{dz} V(z, s)|_{z=\ell} = 0.$$  

(4)

The differential system of (3) with boundary conditions problem (4) can be regarded as a Sturm–Liouville problem with boundary conditions of the Neumann type. The general solution for the voltage at abscissa $z$ of the multiconductor transmission line due to the port currents is obtained in [27] and briefly reported here for completeness

$$V(z, s) = \int_0^\ell G_V(z, z', s)(-Z_{\text{pul}}(s)I_S(z', s))dz'$$

$$= G_V(z, 0, s)(-Z_{\text{pul}}(s)I(0, s)) + G_V(z, \ell, s)(-Z_{\text{pul}}(s)I(\ell, s)).$$

(5)

In [27] it has been found that the dyadic Green’s function $G_V(z, z', s)$ for the multiconductor transmission line problem can be written as

$$G_V(z, z', s) = -\sum_{n=0}^\infty \phi_n(s)A_n^2\psi_n(z)\psi_n(z')$$

(6)

where

$$\phi_n(s) = \left[\gamma^2(s) + \left(\frac{n\pi}{\ell}\right)^2 U\right]^{-1}$$

$$\psi_n(z) = \cos\left(\frac{n\pi}{\ell} z\right)$$

and $A_0 = \sqrt{1/I}$, $A_n = \sqrt{2/I}$, $n = 1, \ldots, \infty$, $U$ is the unitary dyadic. Finally, the spectral representation of the $Z$ impedance matrix is generated as

$$\begin{bmatrix} V(0, s) \\ V(\ell, s) \end{bmatrix} = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix} \cdot \begin{bmatrix} I(0, s) \\ I(\ell, s) \end{bmatrix}$$

$$= \sum_{n=0}^\infty \begin{bmatrix} Z_{n11} & Z_{n12} \\ Z_{n21} & Z_{n22} \end{bmatrix} \cdot \begin{bmatrix} I(0, s) \\ I(\ell, s) \end{bmatrix}$$

(8)

where

$$Z_{11} = Z_{22} = \sum_{n=0}^\infty \left[\gamma^2(s) + \left(\frac{n\pi}{\ell}\right)^2 U\right]^{-1} \cdot A_n^2Z_{\text{pul}}(s)$$

$$Z_{12} = Z_{21} = \sum_{n=0}^\infty \left[\gamma^2(s) + \left(\frac{n\pi}{\ell}\right)^2 U\right]^{-1} \cdot A_n^2Z_{\text{pul}}(s)(-1)^n.$$  

(9a)

(9b)

It is composed of an infinite number of modes $Z_n$. The poles of (9) are those of the Green’s function (6) which can be calculated as in [27]. A rational form can be obtained for (9) by computing the corresponding residues by standard techniques [37]. The series form of the dyadic Green’s function is very general; it assumes that the multiconductor transmission line supports the quasi-TEM mode and is uniform along the $z$-axis. No hypothesis has been done regarding the nature of the per-unit-length longitudinal impedance $Z_{\text{pul}}(s)$ and transversal admittance $Y_{\text{pul}}(s)$ matrix and, as a consequence, on the propagation constant $\gamma^2(s)$. Thus, the proposed model can be used for transmission lines with either frequency-independent or frequency-dependent per-unit-length parameters [27]. This means that skin-effect and dielectric polarization losses can be easily modeled and incorporated in transient analysis once the frequency-dependent per-unit-length parameters are available.
III. MULTIVARIATE ORTHONORMAL VECTOR FITTING TECHNIQUE

This section presents an overview of MOVF technique that permits to build parametric macromodels, taking into account other design parameters, such as geometrical layout or substrate features, in addition to frequency. For ease of notation, MOVF algorithm is only described for bivariate systems. Of course, the full multivariate formulation can be derived in a similar way. It proposes to represent the parametric macromodel as the ratio of a bivariate numerator and denominator

\[ F(s, g) = \frac{N(s, g)}{D(s, g)} = \sum_{i=0}^{P} \sum_{j=0}^{V} c_{ij} \phi_{ip}(s) \varphi_{ij}(g) \]  

(10)

where \( s \) is the complex frequency variable and \( g \) is a real design variable. The maximum order of the corresponding basis functions \( \phi_{ip}(s) \) and \( \varphi_{ij}(g) \) is denoted by \( P \) and \( V \) respectively. Based on a set of data samples \( \{(s, g)_k, H(s, g)_k\}_{k=1}^{K} \), the algorithms identifies the identification of the model coefficients \( c_{ij} \) of numerator and denominator in (10). A linear approximation to this nonlinear optimization problem is obtained by using an iterative procedure explained in the next section. In this work the MOVF technique is applied to matrices and it is assumed that the different matrix entries share the same poles, so the same denominator \( D(s, g) \). In (10) the number of coefficients \( c_{ij} \) is equal to \((P + 1) \cdot (V + 1) \cdot M\) where \( M \) is the maximum number of functions fitted with common poles in the same least-squares matrix. The number of coefficients \( c_{ij} \) is equal to \((P + 1) \cdot (V + 1) \), the denominator term is the same for all the functions fitted using common poles. Increasing the number of ports and poles required for the fitting, the memory requirement to obtain the model by MOVF can be high, for this reason the authors advise to use the first two parametric macromodeling strategies described in Sections IV-A and IV-B, which exploit the modal decomposition to reduce the complexity of the modeling process significantly.

A. Iterative Algorithm

In the first step of the algorithm \( (t = 0) \), Levi’s cost function [38] is minimized to obtain an initial guess of the coefficients. In successive iteration steps \( (t = 1, \ldots, T) \), the Sanathanan–Koerner (SK) cost function is minimized [39], which uses the inverse of the previously estimated denominator

\[ (D^{(t-1)}(s, g)_k)^{-1} = w^{(t)}(s, g)_k \]  

(11)

as an explicit weight factor to the least-squares equations. A relaxed nontriviality constraint is added as an additional row in the system matrix [32], to avoid the trivial null solution and improve the convergence of the algorithm. Each equation is split in its real and imaginary parts, to ensure that the model coefficients \( c_{ij}^{(t)} \) are real. Scaling each column to unity length [40] is suitable to improve the numerical accuracy of the results.

B. Choice of Basis Functions

In this section, the choice of the basis functions for the complex frequency variable \( s \) and the real design variable \( g \) is presented.

1) Frequency-Dependent Basis Functions: Based on a prescribed set of stable poles \( a = \{-a_p\}_{p=1}^P \), a set of partial fractions \( \phi_p(s, a) \) is chosen, with \( \phi_0(s) = 1 \). These poles are grouped as complex conjugate pole pairs, and are selected such that they have small negative real parts and the imaginary parts linearly spaced over the frequency range of interest [40]. In order to make the transfer function coefficients real-valued, a linear combination of \( \phi_p(s, a) \) and \( \phi_{p+1}(s, a) \) is formed as follows

\[ \phi_p(s, a) = (s + a_p)^{-1} + (s + a_{p+1})^{-1} \]  

(12)

\[ \phi_{p+1}(s, a) = j(s + a_p)^{-1} - j(s + a_{p+1})^{-1}. \]  

(13)

To improve the numerical stability of the modeling algorithm, a set of orthonormal basis functions can be used, as shown in [41]. The orthonormal basis functions can improve the conditioning of the system equations and are less sensitive to the choice of the initial poles.

2) Parameter-Dependent Basis Functions: The parameter-dependent basis functions \( \varphi_{ij}(g, b) \) are also chosen in partial fraction form as a function of \( jg \), hence in rational form. The starting poles of \( \varphi_{ij}(g, b) \) and \( \varphi_{i+1,j}(g, b) \) are chosen as complex pairs \( b_{i+1} = -(b_i)^* \) which have small real parts of opposite sign \( -\alpha_i, \alpha_i \), and their imaginary parts \( \beta_i \) linearly spaced over the parameter range of interest, such that

\[ -b_i = -\alpha_i + j\beta_i, -b_{i+1} = \alpha_i + j\beta_i \]  

(14)

\[ \{\alpha_i\} = 0.01\{\beta_i\} \]  

(15)

while \( \varphi_0(g) = 1 \). A linear combination of two fractions is used to ensure that \( \varphi_{ij}(g, b) \) and \( \varphi_{i+1,j}(g, b) \) are real functions [32]

\[ \varphi_{ij}(g, b) = (jg + b_i)^{-1} - (jg - (b_i)^*)^{-1} \]  

(16)

\[ \varphi_{i+1,j}(g, b) = j(jg + b_i)^{-1} + j(jg - (b_i)^*)^{-1}. \]  

(17)

C. Additional Weighting Function

An additional least-squares weighting function can be added to the parametric macromodeling algorithm, when the elements to fit have a high dynamic range. It improves the relative accuracy where the elements to fit are small in their dynamic range [42] and is chosen equal to the inverse of the element magnitude

\[ w_H(s, g)_k = |H(s, g)_k|^{-1} \]  

(18)

for \( i = 1, \ldots, M \). The rms-error is chosen to characterize the model accuracy. It is weighted if the previous weighting function is used during the modeling process

\[ \text{RMS} = \sqrt{\frac{1}{MK} \sum_{i=1}^{M} \sum_{k=1}^{K} |R_i(s, g)_k - H_i(s, g)_k|^2} \]  

(19)

\[ \text{RMS}_{\text{weighted}} = \sqrt{\frac{1}{MK} \sum_{i=1}^{M} \sum_{k=1}^{K} |w_H(s, g)_k(R_i(s, g)_k - H_i(s, g)_k)|^2}. \]  

(20)
IV. PARAMETRIC MACROMODELING STRATEGIES

In this section, we extend the spectral MTL modeling approach coupling it with MOVF technique, to be able to generate MTL parametric representation. Three different parametric macromodeling strategies are presented.

A. Parametric Macromodeling of \( Z_{\text{pul}}(s, g) \) and \( Y_{\text{pul}}(s, g) \)

The per-unit-length impedance and admittance \( Z_{\text{pul}}(s, g) \) and \( Y_{\text{pul}}(s, g) \) are modeled as functions of the frequency and other design parameters. The length is not a parameter for this approach.

\[
Z_{\text{pul}}(s, g) \simeq \hat{Z}_{\text{pul}}(s, g) = \frac{N_{Z_{\text{pul}}}(s, g)}{D_{Z_{\text{pul}}}(s, g)} = \sum_{p=0}^{P_{Z_{\text{pul}}}} \sum_{g=0}^{V_{Z_{\text{pul}}}} c_{\text{pul}, Z_{\text{pul}}} \phi_{p}(s) \varphi_{g}(g) \\
Y_{\text{pul}}(s, g) \simeq \hat{Y}_{\text{pul}}(s, g) = \frac{N_{Y_{\text{pul}}}(s, g)}{D_{Y_{\text{pul}}}(s, g)} = \sum_{p=0}^{P_{Y_{\text{pul}}}} \sum_{g=0}^{V_{Y_{\text{pul}}}} c_{\text{pul}, Y_{\text{pul}}} \phi_{p}(s) \varphi_{g}(g) \\
\text{(21)}
\]

Once these per-unit-length parametric macromodels are built, given a fixed set of values for the parameters, they can be reduced to univariate frequency-dependent functions as in [32]. Since MOVF does not guarantee passivity and stability of the parametric macromodel by construction, the stability of the univariate model can be imposed in the reduction step using pole flipping, and, subsequently, passivity can be enforced in a post-processing step by means of standard techniques (see [43] and [44]).

After these steps, a univariate rational model is obtained for the \( Z \) matrix as shown in [27]. At this stage, the length of the MTL system is chosen. This rational model is passive and stable, if passivity and stability are imposed on the univariate models of the per-unit-length impedance and admittance [27]. Finally, a state space representation and an equivalent SPICE circuit can be realized for the \( Z \) matrix, by using standard realization [33] and circuit synthesis techniques [34].

B. Parametric Macromodeling of Modal Impedances \( Z_{n}(s, g) \)

The spectral approach for multiconductor transmission lines allows to decompose the impedance matrix entries in modal impedances which have a rational form as shown in (9). They can be modeled by a multivariate representation. In this approach the length is also seen as a design parameter

\[
Z_{n}(s, g) \simeq \hat{Z}_{n}(s, g) = \frac{N_{Z_{n}}(s, g)}{D_{Z_{n}}(s, g)} = \sum_{p=0}^{P_{Z_{n}}} \sum_{g=0}^{V_{Z_{n}}} c_{\text{pul}, Z_{n}} \phi_{p}(s) \varphi_{g}(g) \\
\text{(23)}
\]

Once these modal parametric macromodels are built, given a fixed set of values for the parameters, they are reduced to univariate frequency-dependent functions. Their sum represents the final rational univariate model of the matrix \( Z \). The stability and passivity for the \( Z \) matrix model are ensured by imposing these system properties on the univariate models of the modes [27]. Finally, a state space representation and an equivalent SPICE circuit can be realized for the \( Z \) matrix. Concerning the first two parametric macromodeling strategies, the parametric macromodeling of per-unit-length parameters results, based on the experience of the authors, to be more accurate and simple to accomplish. It only requires to model the per-unit-length impedance and admittance \( Z_{\text{pul}}(s, g) \) and \( Y_{\text{pul}}(s, g) \) as functions of the frequency and other design parameters, instead of the entire set of modal impedances. On the other hand, it is needed to have accurate and physically meaningful per-unit-length parameters, otherwise an overfitting may appear due to the attempts at accurately modeling not physical effects. The possible overfitting present in the models of the per-unit-length parameters leads to an overfitting of the \( Z \) matrix model, which can be removed using a pole pruning step to carry a model order reduction out.

C. Parametric Macromodeling of Impedances \( Z(s, g) \)

The parametric macromodeling of the \( Z \) matrix, composed of the sum of the modes \( Z_{n}(s, g) \), can be another macromodeling strategy

\[
Z(s, g) \simeq \hat{Z}(s, g) = \frac{N_{Z}(s, g)}{D_{Z}(s, g)} = \sum_{p=0}^{P_{Z}} \sum_{g=0}^{V_{Z}} c_{\text{pul}, Z} \phi_{p}(s) \varphi_{g}(g) \\
\text{(24)}
\]

The \( Z \) matrix contains the dynamics of all modes, thus the complexity of this macromodeling process, in other terms the number of poles required for a good model, increase in comparison with the modal macromodeling. Increasing the number of conductors and ports as well, this macromodeling strategy with common poles might need too much memory and it is not possible sometimes to satisfy such requirement. Experiments show that this macromodeling strategy is not a good option for complex MTLs with a large number of ports.

D. Mode Selection

The infinite sum in (9) must be truncated in order to obtain a finite rational representation of the multiconductor transmission line. Two different strategies with a bottom-up approach are followed and shown in the following algorithms, to choose the number of modes in the macromodeling process. They are based on the check of the dominant poles [45] of the modal impedances \( Z_{n} \) evaluated on the minimum, mean and maximum values of each design parameter range. If for a certain number \( n \) all checks prove that the dominant poles are out of a defined bandwidth \( \xi \omega_{\text{max}} \) (where \( \xi > 1 \)), the algorithms end and the number of modes is equal to \( n - 1 \). The algorithms are
Input: Parametric macromodels \( \bar{Z}_{\text{pul}}(s, g), \bar{Y}_{\text{pul}}(s, g) \)
Output: Number of modes \( n_{\text{modes}} \)

Multivariate to Univariate [32]: \( \bar{Z}_{\text{pul}}(s, g), \bar{Y}_{\text{pul}}(s, g) \rightarrow Z_{\text{pul}}(s, g_i), Y_{\text{pul}}(s, g_i), g_i \in \{ g_{\min}, g_{\mean}, g_{\max} \} \).

\[
\text{convergence} = \text{false};
\text{check}_\text{pole} = \text{yes};
\xi > 1 , \ 0 < \xi < 1 ;
n = 0 ;
\]

while \( \text{convergence} = \text{false} \) do
  \% Pole check
  foreach \( g_i \) do
    \[\text{[poles}_{g_i}, \text{residues}_{n}] = \text{poles_residues}_\text{model}(Z_{\text{pul}}(s, g_i), Y_{\text{pul}}(s, g_i), n) \] (27);
    foreach \( \text{pole}_{n} \) do
      if \( \text{[Im(\text{pole}_{n})]} < \xi \omega_{\max} \land |\text{residue}_{n}| > \xi_{\max} |\text{residues}_{n}| \) then
        \text{check}_\text{pole} = \text{no}
      end
    end
    if \text{check}_\text{pole} = \text{no} then
      \text{convergence} = \text{false};
      \text{check}_\text{pole} = \text{true}.
    else
      \text{convergence} = \text{true}.
    end
  end
end

\( n_{\text{modes}} = n - 1 . \)

**Algorithm 1:** Mode selection for the first parametric macromodeling strategy.

- **V. NUMERICAL MODELING**
- **A. Two-Conductor Transmission Line With Frequency-Independent Per-Unit-Length Parameters and Linear Terminations**

In the first example, a two-conductor transmission line, shown in Fig. 1, has been considered.

The per-unit-length parameters are \( R_{\text{pul}} = 39.78 \ \Omega/\text{m}, \ L_{\text{pul}} = 0.5269 \ \mu \text{H/m}, \ C_{\text{pul}} = 2.576 \ \text{mF/m}, \) and \( C_{\text{pul}} = 50.58 \ \text{pF/m} . \) The length of the line is considered as parameter in addition to frequency. Their respective ranges are \( f_{r} \in [100-10^{9}] \) Hz and \( \ell \in [1-10] \) cm, as shown in Table 1. In the example, the parametric macromodeling of \( Z_{\text{pul}}(s, \ell) \) and \( Y_{\text{pul}}(s, \ell) \) is not used, because the additional parameter is the length of the line. The infinite series in (9) has been truncated to \( n_{\text{modes}} = 20 \) using the second algorithm for the selection of \( n_{\text{modes}} \). All 20 modal impedances have been computed over a reference grid of 251 \( \times \) 40 samples, respectively for frequency and length. We have used 6 \times 6 samples of the previous grid and 2 poles for both frequency and length, to model all modes. The maximum \( \text{rms}_{\text{weighted}} \) error of the parametric macromodels over the reference grid is equal to \( 7 \cdot 10^{-11} \). The magnitude of the parametric macromodel of \( Z_{12} \) is shown in Fig. 2 for modes \( n = \{ 0, 1, 8 \} \).

Next, these macromodels have been reduced to univariate frequency-dependent functions for the set of length values \( \ell \in \{ 1, 4.6, 3.08, 4.69, 6.31, 7.92, 9.54 \} \) cm. These points have not been used for the generation of the macromodels. The magnitude and the phase of \( Z_{12} \) and its univariate model are shown in Figs. 3 and 4 for modes \( n = \{ 0, 1, 8 \} \) and \( \ell = 9.54 \) cm.

The macromodel of the \( Z \) matrix, composed of the sum of 20 modes, can be built by using the macromodels of the modal impedances. The \( \text{rms}_{\text{weighted}} \) error between the macromodel of the \( Z \) matrix and its computation from the exact transmission line theory (TLT) [3] over the reference grid is equal to \( 2 \cdot 10^{-8} \). The magnitude of the parametric macromodel of \( Z_{12} \) is shown in Fig. 5. The comparison is also shown in magnitude and phase for \( \ell = 6.31 \) cm in Figs. 6 and 7.

The results confirm the high accuracy of the parametric macromodeling strategy in frequency domain. The next step is to show that the accuracy is kept in time-domain as well. The line has been excited by an impulsive voltage source with

amplitude 2 V, rise/fall times $\tau_r = \tau_f = 500$ ps and width 2 ns. It has been terminated on a driver and load resistance equal to $R_S = R_L = 50$ $\Omega$. The port voltages have been computed using the exact transmission line theory via inverse fast Fourier transform (IFFT) and a state-space realization of the frequency domain macromodel of the $Z$ matrix. The time domain results are shown in Figs. 8 and 9 for the set of length values $\ell = \{1.46, 3.08, 4.09, 6.31, 7.92, 9.54\}$ cm.

As clearly seen, a very good agreement is obtained between the proposed method and the inverse fast Fourier transform, confirming the very high accuracy of the parametric macromodeling strategy in the time-domain as well.
Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (freq)</td>
<td>100 Hz</td>
<td>10 GHz</td>
</tr>
<tr>
<td>Length (ℓ)</td>
<td>1 cm</td>
<td>10 cm</td>
</tr>
</tbody>
</table>

Fig. 8. Input voltage of the line terminated on $R_S = 50 \, \Omega$ and $R_L = 50 \, \Omega$ ($ℓ = \{1.46, 3.08, 4.69, 6.31, 7.92, 9.54\}$ cm).

Fig. 9. Output voltage of the line terminated on $R_S = 50 \, \Omega$ and $R_L = 50 \, \Omega$ ($ℓ = \{1.46, 3.08, 4.69, 6.31, 7.92, 9.54\}$ cm).

Fig. 10. Cross section of the three coupled microstrips.

B. Three Coupled Microstrips With Frequency-Dependent Per-Unit-Length Parameters and Linear Terminations

In the second test, a four-conductor transmission line (length $ℓ = 15$ cm) with frequency-dependent per-unit-length parameters has been modeled. It consists of three coplanar microstrips over a ground plane. The cross sections is shown in Fig. 10.

The conductors have width $w = 100 \, \mu m$ and thickness $t = 50 \, \mu m$. The spacing $S$ between the microstrips is considered as parameter in addition to frequency. The dielectric is $300 \, \mu m$ thick and characterized by a dispersive and lossy permittivity which has been modeled by the wideband Debye model [46]. The frequency-dependent per-unit-length parameters have been evaluated using a commercial tool [47]. Both the parametric macromodeling of $Z_{pul}(s, S)$, $Y_{pul}(s, S)$, and the modal impedances $Z_{nl}(s, S)$ are applied to this example. The infinite series in (9) has been truncated to $n_{max} = 30$. Both the mode selection tests gave the same result. The ranges of frequency and spacing are $freq \in [100–15 \cdot 10^9]$ Hz and $S \in [200–400] \, \mu m$, as shown in Table II.

First, the parametric macromodeling of $Z_{pul}(s, S)$ and $Y_{pul}(s, S)$ is treated. The frequency-dependent per-unit-length parameters have been computed over a reference grid of $251 \times 40$ samples, respectively for frequency and spacing. We have utilized $30 \times 10$ samples of the previous grid and set the number of poles equal to 4 and 2, respectively for frequency and spacing, to model these functions. The maximum $\text{rms}_{\text{weighted}}$ error of the per-unit-length parametric macromodels over the reference grid is equal to $1 \cdot 10^{-5}$. The magnitude of the parametric macromodel of $Z_{pul}(12)$ is shown in Fig. 11.

Subsequently, these parametric macromodels have been reduced to univariate frequency-dependent functions for the set of spacing values $S = \{231, 272, 313, 354\} \, \mu m$. These points have not been used for the generation of the macromodels. Then, the univariate models of the modal impedances have been computed over this spacing points. Concerning the parametric macromodeling of $Z_{nl}(s, S)$, all 30 modes have been computed on a grid of $50 \times 15$ samples and these data have been used in the macromodeling process. We have set the number of poles equal to 12 and 2. Next, the modal parametric macromodels have been reduced to univariate frequency-dependent functions for the previous set of spacing values. The maximum $\text{rms}_{\text{weighted}}$ error of all modal parametric macromodels over
Fig. 12. Magnitude of the parametric macromodel of $Z_{n(15)}$ by the second strategy (modes $n = \{0, 1, 10\}$).

Fig. 13. Magnitude of $Z_{n(11)}$ (modes $n = \{0, 1, 10\}$, $S = 354 \mu m$).

Fig. 14. Phase of $Z_{n(11)}$ (modes $n = \{0, 1, 10\}$, $S = 354 \mu m$).

The macromodel of the $Z$ matrix, composed of the sum of 30 modes, can be built by using the models of modal impedances, previously obtained. The error between the macromodel of the $Z$ matrix and its computation from TLT over the reference grid is equal to $6 \cdot 10^{-4}$ for both the macromodeling strategies. The magnitude of $Z_{14}$ computed by TLT is shown in Fig. 15. The magnitude and the phase of the macromodels of $Z_{14}$ are compared with the results obtained from TLT in Figs. 16 and 17 for $S = 272 \mu m$.

The results confirm the high accuracy of the parametric macromodeling strategies in frequency domain. As in the previous example, the next step is to show that the accuracy is kept in time-domain as well. The central line has been excited by an impulsive voltage source with amplitude 1 V, rise/fall times $\tau_r = \tau_f = 400$ ps and width 80 ps. The victim lines have been terminated on the near and far-end by $R_{\text{SE}} = 50 \Omega$ and $C_{\text{FE}} = 1 \text{ pF}$, while the driven line has been terminated on a driver and load impedance equal to $R_S = 50 \Omega$ and $C_L = 1 \text{ pF}$ (see Fig. 18). The port voltages have been computed using the exact transmission line theory (via-IFFT) and a state-space realization of the frequency domain macromodel of the $Z$ matrix for both the macromodeling strategies. Some time domain results are shown in Figs. 19 and 20 for the set of spacing values $S = \{231, 354\} \mu m$. The port-voltages results confirm
VI. CONCLUSION

Many second order effects, such as delay, coupling and crosstalk, previously neglected in circuit and system simulations of microwave devices, have become prominent because of increased integration levels and signal speeds. Accurate prediction of these interconnects effects is fundamental for a successful design and requires solution of large systems of equations which are often prohibitively CPU expensive. Design space exploration, design optimization and sensitivity analysis are involved in the design framework in addition to regular simulations. Their realization by using full electromagnetic simulations on the entire parameter space is often computationally expensive. Parametric macromodeling techniques that take into account design parameters, such as layout and substrate features, in addition to frequency (or time) are needed to make efficient these design activities. We have presented an innovative parametric macromodeling approach for lossy and dispersive multiconductor transmission lines. It has been found capable to generate accurate rational macromodels with respect to physical and geometrical parameters. The use of the spectral decomposition of the impedance matrix leads a significant simplification of the identification process. Two different macromodeling strategies have been investigated. The numerical results have validated the proposed technique and confirmed its accuracy and effectiveness in capturing second order phenomena which are crucial in the analysis and design of high-speed multiconductor transmission lines.
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